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Further Information

Introduction EmpiriST

https://github.com/AIPHES

Error Analysis

Scenario: Process German web
data and computer 
mediated 
communication data 
(social media, CMC) 

Training 
Data:

Web: 5,109
CMC: 6,034
Tokens + POS tags

Task: 1. Tokenization
2. POS tagging

Tokenization

1. Conservative splits at Unicode 
category change positions, e.g. 
‘poster A0’ = ‘Ll...ZsLuNd’
=> ‘poster’, ‘ ’, ‘A’, ‘0’

2. Lookahead merge list:
• Compiled from Wikipedia
• Contains abbreviations, emoticons, etc.

3. Lookahead merge rules:
• Contains regular expressions
• Positive Merge rules (+)
• Negative Merge reject rules (-)

Adapted GermaNER (Benikova et al.) 
Sequence Labelling Classificator based on 
CRFs and features:

1. char n-grams: n={1,2,3} from start 
and end of word

2. word lists, such as English 
Vocabulary, and manually compiled 
onomatopoeia (partially from 
internetslang.com)

3. similar Words from an automatically 
created  distributional thesaurus (DT, 
4 expansions per token )

4. topic clusters: based on LDA 
clustering on DT pseudo documents, 
i.e. one feature vector per token

5. simple shallow features such as 
word position and casing. Reuse 
regex rulesets from tokenization

6. Unicode categories of characters
Tiger was added for training, where simple 
STTS tag transformation rules were applied

Results
Tokenization:

POS Tagging:

Distribution of 
new labels in 
test data:

Common Tokenization Errors:
• Rules are underspecified

• Rules are overspecified

• Ambiguous phenomena (e.g. dates)

Common Tagging Errors:
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